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PWFA as energy doublerPWFA as energy doublerPWFA as energy doubler

The Energy Doubling ExperimentThe Energy Doubling Experiment

Accelerated particles are in
tail of beam.
Next step: demonstrate high
quality beam acceleration
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PWFA-based collider conceptPWFA-based collider conceptPWFA-based collider concept

a 19 Stages PWFA-LC with 25GeV energy gain per stage

A few 10s
nm beam
size and
emittance



Facilities for ACcelerator science and Experimental Test BeamsFFacilities for acilities for ACACcelerator science and celerator science and EExperimental xperimental TTest Beamsest Beams

FACET is a new facility to provide high-energy, high peak current e- & e+

beams for PWFA experiments at SLAC



PWFA research @ FACETPWFA research @ FACETPWFA research @ FACET



Simulation needsSimulation needsSimulation needs

•  Propagation in meter long plasma + highly relativistic beam
provides clear separation of time scales, well suited for reduced
PIC code.

•  3D effects such as hosing and asymmetric beam sizes are
important, 3D simulation model required.

•  Spot sizes are extremely tight for a electron positron collider, the
transverse resolution has to be extremely high which means very
strict time step requirement for a full PIC model.

•  For example, beam size in next linear collider is 600x6 nm^2,
simulation box size is 200x200 micron^2, needs 600x60000x500
grids, time step < 0.7 fs, # of time step ~ 1E7 for one 25 GeV stage.

Quasi-static PIC model appears to be only choice for full physics
modeling of PWFA-LC. Full PIC for short distances allows model
validation.



np= 1×1017cm-3

Ndriver =  2.9×1010, σr= 3 m, σz = 30 m, Energy = 25 GeV
Ntrailing = 1.0×1010 , σr= 3 m , σz = 10 m, Energy = 25 GeV
Spacing= 110 m
Rtrans = -Eacc/Edec > 1 (Energy gain exceeds 25 GeV per stage)
1% Energy spread
Efficiency from drive to trailing bunch ~48%!

Nominal 25 GeV preionized stage for FACETNominal 25 GeV preionized stage for FACETNominal 25 GeV preionized stage for FACET



Simulating 2-bunch experiment @ FACETSimulating 2-bunch experiment @ FACETSimulating 2-bunch experiment @ FACET

Two-bunch generation

Possible FACET
experimental
parameters simulated
in QuickPIC



Comparison of OSIRIS 2D Cyl vs. QuickPIC
with ionization over meter distances
Simulation of a nominal FACET stageSimulation of a nominal FACET stage

Energy spectrum :: Trailing beam Phasespace :: Driving & Trailing beams

Charge density :: Lithium plasma + beamsAccelerating field

QuickPIC
~250

QuickPIC
~250

OSIRS 2D Cyl
200

OSIRS 2D Cyl
200

OSIRIS 3D (estimate)
~50000

OSIRIS 3D (estimate)
~50000

Computational
Time [CPU.h]



OSIRIS is used to model experiments:Ionization
induced trapping with particle beams

Driving
Relativistic Beam

Driving
Relativistic Beam

Lithium electrons
from ionization

Lithium electrons
from ionization

Trapped Helium
electrons from

ionization

Trapped Helium
electrons from

ionization

2D and 3D OSIRIS simulations in support of e-168 and FACET experiments2D and 3D OSIRIS simulations in support of e-168 and FACET experiments

He longitudinal momentumHe longitudinal momentum He trapped chargeHe trapped charge



PWFA-LC design exercisePWFA-LC design exercisePWFA-LC design exercise

•   Focus on first/last PWFA stage

•    Use theoretical framework to guide our designs

•    Explore design options

•    Test design with simulations
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We start from:

nb = N
(2π )3 / 2σ

r

2σ z

High luminosity, beam loading efficiency requires N ~ 1x1010

Emittance preservation requires matched beams:

⇒σ
r

2 = 2
γ
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In addition, in order to limit the energy spread :

σ z ~ α c
ω p

Therefore,
nb

n0

= 7x103 N
1x1010

µm − rad
εNxεNy

Energy
250GeV

1
α

Therefore, narrow beams which violate linear theory are required in the trailing
 beam for either PWFA or LWFA

Why nonlinear physics is important ?Why nonlinear physics is important ?Why nonlinear physics is important ?



PWFA-LC simulation designPWFA-LC simulation designPWFA-LC simulation design

To achieve the smallest energy spread of
the beam, we want the beam-loaded
wake to be flat within the beam.

Formulas for designing flat wakefield in
blow-out regime (Lu et al., PRL 2006;
Tzoufras et al, PRL 2008 ):

Ez
λ
rb

Simulation of the first and the last
stages of a 19 stages 0.5TeV PWFA

Physical ParametersPhysical Parameters Numerical ParametersNumerical Parameters

Drive
beam

Trailing
beam

Beam
Charge
(1E10e-)

0.82 +
3.65

1.62

Beam Length
(micron)

13.4 +
44.7

22.35

Emittance
(mm mrad)

10 / 62.9 62.9

Plasma
density (1E16

cm-3)

5.66

Plasma
Length (m)

0.7

Transformer
ratio

1.2

Loaded wake
(GeV/m)

45 GeV/m

Beam
particle

8.4 E6 x 3

Time step 60 kp
-1

Total step 520

Box size 1000x1000x27
2

Grids 1024x1024x25
6

Plasma
particle

4 / cell



QuickPIC simulations of 25/475 GeV stagesQuickPIC simulations of 25/475 GeV stagesQuickPIC simulations of 25/475 GeV stages

475 GeV stage

25 GeV stage

envelope
oscillation

Engery depletion;
Adiabatic matching

Hosing

s = 0 m s = 0.23 m s = 0.47 m s = 0.7 m

s = 0 m s = 0.23 m s = 0.47 m s = 0.7 m

Matched
propagation



Simulations of 25/475 GeV stagesSimulations of 25/475 GeV stagesSimulations of 25/475 GeV stages

s = 0 m s = 0.23 m s = 0.47 m s = 0.7 m

Energy spread = 0.7% (FWHM) Energy spread = 0.2% (FWHM)

longitudinal phasespace

25 GeV stage 475 GeV stage



Linear
Wake
Field

Weakly
Nonlinear

Wake Field

Ultra
Nonlinear

Wake Field

Positron (a) beam-loading
efficiency and (b) energy
spectrum with different spot
sizes when accelerated in a
linear plasma wake field

(a)

(b)

•Positron acceleration is not possible in an ultra nonlinear plasma wake
field (the blow-out regime) due to the small focusing phase.
•The accelerating area for positron beam is outside the first period of
the plasma wake field, which has been not sufficiently studied before.
•OSIRIS and QUICKPIC simulations are being used to study  positron
acceleration in  linear and weakly nonlinear beam-driven plasma wake
fields with the goal to find an optimal solution.

Positron acceleration in an electron
beam-driven wake field
Positron acceleration in an electronPositron acceleration in an electron
beambeam-driven wake field-driven wake field
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For a matched beam this can be rewritten as :
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Synchrotron radiation & ion motionSynchrotron radiation & ion motionSynchrotron radiation & ion motion

•  Ion motion when

• Matched beam spot size shrinks at large g,
low εn

• For future collider
-eny down by 102 (e.g., 10nm-rad)
-g up by 10+
- nb up by 102

-Ion motion must be included in
design/models
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 Ref.: S. Lee et al., AAC Proc (2000);
         J. Rosenzweig et al., PRL (2006)

Ion MotionSynchrontron Radiation



ΔE/E < 1%

• A high charge (5-10nC) low energy driver (1-3GeV) with an  elongated current profile is

used to drive a plasma wake in the blowout  regime.
• An ultra-short high quality low charge beam (1nC) can be loaded into the wake at a proper

phase and be accelerated to high energy (5-15GeV) in very short distance (10s of cms).
• The parameters needs to be optimized, such that high quality (0.1% energy spread and

1mm mrad emittance) and high efficiency (60-80%) can be simultaneously achieved

Physical parameters

Charge = 3E10 (4.8 nC)
Energy  = 1GeV

Length = 168 µm (0.56 ps)
Transverse spot size = 5 µm

Emittance = 1 mm mrad

Charge = 0.22E10 (0.35 nC)
Energy  = 1GeV

Length = 7 µm (23 fs)
Transverse spot size = 5 µm

Emittance = 1 mm mrad

Density (edge) = 1E17 cm-3

Density (center) = 0.5E17 cm-3

Channel radius = 68 µm
Length = 10.8 cm

High Transformer Ratio PWFA: Application for LC and
XFELs
High Transformer Ratio PWFA: Application for LC andHigh Transformer Ratio PWFA: Application for LC and
XFELsXFELs

Drive beam

Trailing beam

Plasma



 Scaling to 100,000+ processors and high resolution
 capability:Pipeling

beam

solve plasma response

update beam

Initial plasma slab

solve plasma
response

update beam

solve plasma
response

update beam

solve plasma
response

update beam

solve plasma
response

update beam

  beam

1 2 3 4Initial
plasma slab

Without pipelining: Beam (particles or
laser) is not advanced until entire plasma
response is determined

With pipelining: Each section is updated
when its input is ready, the plasma slab
flows in the pipeline.



Pipelining : A closer look

Step 1

Stage 1Stage 1Stage 1

Stage 3Stage 3Stage 3

Stage 4Stage 4Stage 4

Stage 2Stage 2Stage 2

Step 2 Step 4Step 3

Plasma 
update

Plasma Plasma 
updateupdate

Beam
update
BeamBeam

updateupdate

Plasma slice 

Guard cell 

Particles leaving partition

Computation in each
block is also parallelized

Time

Stage



E-cloud simulationE-cloud simulation

Pipeline algorithm verification and scaling

PWFA simulationPWFA simulation

With pipelining 

W/O Pipelining

Basic Quasi-Static mode
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Feng et al, submitted to JCP



Enhancing pipeline operation: enabling high resolution

Work in progress & Future
improvement

• Enhanced domain decomposition
(in Z and in Y, or 2D
decomposition). Enables the use of
more processors in the transverse
direction and extremely fine
resolution which is required for
simulating narrow trailing beams in
PWFA-LC.

• For small pipeline stage, 3D beam
update  should be load balanced.

       For example, 16 pipeline stages,
2D: 1102.8 sec / 79.4 sec = 13.9

times faster
3D: 15.5 sec / 2.2 sec = 7.04

y

z

x



Preliminary parallel scaling on Franklin



•PWFA physics and experiments are modeled through a combination of quasi-static and full PIC simulations.

•PWFA experiments have shown sustained acceleration of electrons over meter-long plasma. Quasi-static
modeling enables 3D full-scale simulations that reveal the underlying physics.

•Simulations of two  beam PWFA experiments at the proposed FACET facility shows that a high quality beam
can be accelerated while maintaining beam quality.

•Simulations were conducted to explore the possibility of a 19 stages PWFA-LC, and to explore positron
acceleration in the wake of an  electron beam.

•Designing PWFA-LC for a TeV collider scenario is challenging. Modeling tools which include all the relevant
physics such as beam-loading, hosing, head erosion, ion motion,  and radiation loss are needed. Theoretical
understanding of the blow-out regime and beam-loading make it possible to reduce energy spread of the
accelerated beam and improve the overall efficiency.

•QuickPIC and OSIRIS continue to be enhanced.  QuickPIC is being scaled to 10,000+ processors by
developing a pipelining routine with multi-dimensional decomposition. This will also permit sub micron
resolution for the transverse beam sizes.

•We would also like to add pipelining for the laser solver for enhanced LWFA simulations and to improve the
convergence of the iterative solver for fields and particles.

SummarySummarySummary



Basic parametersBasic parametersBasic parameters
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In the blow-out regime:

Practical parameters:
    Beam :  ~1E10 e

-

    Plasma : 1E14 cm-3  ~ 1E18 cm-3

(Ez = 1~100 GeV/m)

To blow-out (W/2=1~3), bunch length
3 ~ 30 micron



Quasi-Static PIC codes for large scale modeling

New Features
· Particle tracking
· Pipelining
· Parallel scaling to 1,000+ processors
· Enhanced Pipelining algorithm under

testing, enabling scaling to 10,000+
processors and unprecedented
simulation resolution down to nm

QuickPIC

· Massivelly Parallel, 3D Quasi-static particle-in-cell
code

· Ponderomotive guiding center for laser driver
· 100-1000+ savings with high fidelity
· Field ionization and radiation reaction included
· Simplified version used for e-cloud modeling
· Developed by the UCLA+UMaryland+IST:

Chengkun Huang:
huangck@ee.ucla.edu
http://exodus.physics.ucla.edu/
http://cfp.ist.utl.pt/golp/epp


